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Legal AI topics – the context

vischerlnk.com/
ai-compliance-short

AI Act only one 
topic of several



• No general regulation of the use of AI

• Instead: Product regulation with a focus on safety

• Prohibited AI practices

• Rules for "high-risk" AI systems, general-purpose AI models

• Individual (transparency) requirements for other AI systems

• Supplements existing law (GDPR, DSA, contract law, etc.) 
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AI Act: What it's all about

vischerlnk.com/ai-act-uc

Text: vischerlnk.com/ai-act

02/2025 08/2025 08/2026 08/2027
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AI Act: To whom it applies

• Deployer: "using an AI system under its authority"

• If established in the EU or

• If AI output is used in the EU (as intended)

• Provider: "develops an AI system ... and places them on the 
[EU] market or puts the system into service [in the EU] under
its own name or trademark"

• Joint development? Engage provider + "powered by..."

• Also who re-purposes a system for a high risk use case (Art. 25)

• Other roles: Importer, 
Distributor, Product Manufacturer,
EU representative

AI supplier Customer Customer

"Provider" "Deployer" 
and "Provider"

"Deployer"
or nothing

See AI Act Check at 
vischerlnk.com/gaira
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AI Act: At a glance

Map: Elias on Pixabay

Prohibited
AI applications

High-risk AI 
systems

AI applications with 
transparency obligations

Residence*

Nationality

Seat of the 
Provider

Offer AI system 
in the EU

* Place of a person is relevant for the assertion of rights

Putting self-developed 
AI system into 

operation in the EU 
under its own name

AI output in 
the EU

Deployers 
based in the EU



• They have no clear understanding of what AI is

• Is it a copying machine since OCR is based on a neural network?

• As per the EU AI Act "a machine-based system that is designed 
to operate with varying levels of autonomy and that may exhibit 
adaptiveness after deployment, and that, for explicit or implicit 
objectives, infers, from the input it receives, how to generate 
outputs such as predictions, content, recommendations, or 
decisions that can influence physical or virtual environments"

• The only practically relevant element is "autonomy"

• In simple terms: An IT system that has been trained on 
how to decide, not only using programmed logic …

• But to which applications in your company does this apply?
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AI Act: What is "AI", after all?

Creator: TseKiChun



• Some use cases

• AI subliminally, deliberately manipulating or deceiving a person 
to significantly influence their behaviour (so that they can no 
longer make correct decisions) or to exploit the weaknesses of 
vulnerable people, which can lead to significant harm to them

• AI to categorise people according to their race, political, religious 
or secular views, sexual orientation or sex life based on biometric 
characteristics

• Social scoring or profiling using AI leads to unfavourable 
treatment in areas that have nothing to do with the data used or 
that is unjustified or disproportionate

• AI to predict whether a person will commit an offence, with 
exceptions

• Emotion recognition in the workplace/in educational institutions
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AI Act: Prohibited practices – private sector view

Common and legitimate 
practices, e.g. in the 
area of advertising, 
which comply with the 
law, should not be 
covered

This is about correlating 
race or "inner" aspects 
with external appearance

Not where used only for 
safety or health purposes 
or not based on biometrics

Not e.g. fraud analysis of 
transactions, AML or DLP

Use of data for "a specific 
purpose" not in scope?
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Example: Chief LOL Officer

The following AI practices shall be prohibited:

… the placing on the market, the putting into 
service for this specific purpose, or the use of 
AI systems to infer emotions of a natural 
person in the areas of workplace and 
education institutions, except where the use of 
the AI system is intended to be put in place or 
into the market for medical or safety reasons;

The people responsible for 
legal reviewing new apps 
apparently knew nothing 
about it ...

Quelle: 20 Minuten



• Safety components of products that already today require 
conformity assessments by third parties (according to a list)

• E.g. medical devices, toys, radios, elevators

• List of further AI use cases (only some are private sector)

• Biometric emotion recognition, categorisation, remote ident.

• A safety component for (certain) critical infrastructure

• For assessments in the educational sector

• For assessments of applicants and employees or decisions 
concerning them in detail (e.g. allocation of tasks, pot. DLP)

• To manage access to key public services and healthcare or 
emergency services

• For assessing creditworthiness or pricing re some insurances
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AI Act: High-risk AI systems – private sector view

Biometric 
authentication is 
not covered

E.g., sentiment analysis 
based on voice, but not 
based on text

E.g., an image search 
feature that relies on 
face recognition, but 
not on metadata

But not the "Robo-
Doc" → medical 
device



• Obligations for high-risk AI systems (selection)

• Provider: Risk and quality management, data quality, conformity 
assessments, registration, EU representative, instructions, 
documentation, incident monitoring incl. reporting obligations

• Deployer: Compliance with instructions, suitable input, human 
monitoring, reporting obligations, transparency, assessing impact

• Obligations for other AI systems

• Provider: Reference to interaction with AI, watermarking

• Deployer: Notice about biometric emotion recognition, deep 
fakes and AI-generated and automatically published content
of public interest must be recognisable as such

• Further rules exist for general-purpose AI models
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AI Act: Most important obligations

Check each use case 
to determine the role 
of the organisation 
and whether it is 
within the scope of 
the AI Act



• Create an inventory of your AI applications

• Do not only list tools but also use cases

• Do you have adequate policies and accountabilities?

• Assess whether the use cases are "in scope"

• Both from a geographical point of view or in substance

• If they are "high risk", can you avoid this? 

• If so, assess which role(s) you will have

• If you are a "provider", can you avoid this?

• Check out the steps necessary for implementation

• Have your (AI) supplier contracts checked/amended
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AI Act: How to prepare yourself
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AI Act Checker (free, open source)

vischerlnk.com/gaira



• We will not adopt the AI Act, but
"only" the (much more generic) AI 
Convention of the Council of Europe

• Expect small amendments of Swiss
law for the public sector and where
"fundamental rights" apply to the 
private sector (draft by end of 2026)

• Rules on semi-automated decisions

• Obligation to maintain AI inventory

• Additional transparency obligations

• Obligation to assess use cases for
their impact on fundamental rights
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And Switzerland?



• Allow your people use AI in day-to-day
work and give them the tools to do so

• Have a permissive, clear policy

• Approved tools only (check contracts and costs!) 

• Educate your people in using AI sensibly

• This is for most companies the best assurance
to get the most out of AI and avoid big issues

• Understand your use of AI

• Assess and understand risks of 
AI in general and key projects

• Have an inventory of use cases
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My personal recommendations

https://vischerlnk.com/redinkdemo

https://vischer.com/redink

Tool overview
Sample policy
and much more
vischer.com/ai
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Thank you for your attention!

Questions: david.rosenthal@vischer.com

vischerlnk.com/3ZkPOYh
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